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1. Objectives

* Develop a remote monitoring system to capture
Nuclear Power Plants’ (NPPs) characteristics
from satellite images.
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2. Transfer Learning

» Transfer learning Is an approach to reuse the pre-trained models based on CNN-based

networks.
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3. Pre-trained Models
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* Five pre-trained models for the transfer learning process were utilized for the

monitoring system.
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4. Methodology conditions.
* Information and locations of NPPs were obtained from the IAEA Power Reactor .
Information System (PRIS) database. * For example, the ability to detect normal o
* This research successfully collected images for 356 reactors with different headings at conditions with weather obstruction rather
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different camera elevations for a total of 7120 images for six types of reactors.
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« To demonstrate the ability to characterize reactor features remotely, the model was used
, to classify all currently operational commercial NPPs based on their type and power
Collect Data Salpe. Dide using satellite images.
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6. Conclusions

* This research has trained a machine-learning model to explore the possibility of remotely
characterizing and monitoring reactor features.

* [t demonstrated the satellites' capability to observe and analyze reactor characteristics
remotely, independent of the conditions on the ground.

- » |t was found that the pre-trained model DensNet121 consistently performs better in all
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